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This paper deals with the stability and the dynamics of a harmonically excited elastic perfectly plastic
asymmetrical oscillator. The hysteretical system is written as a nonsmooth, forced autonomous system. The
dimension of the phase space can be reduced using adapted variables. It is shown that asymmetry of boundary
conditions �forcing term� and material asymmetry lead to an equivalent system for this simple structural case.
The forced vibration of such an oscillator is treated by a numerical approach by using time locating techniques.
Stability of the limit cycles is analytically investigated with a perturbation approach. The boundary between
elastoplastic shakedown and dynamic ratcheting is given in closed form. It is shown that the divergence rate is
strongly correlated to the internal asymmetry of the oscillator.
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I. INTRODUCTION

In seismic design, hysteretic loops of structural elements
may exhibit highly asymmetric shape due to asymmetry in
geometry, boundary conditions, or material properties. This
asymmetric feature may be closely connected to the concept
of ratcheting phenomenon, which is characterized by an un-
bounded evolution of the state variables �1�. Such a strain �or
displacement� accumulation can be unacceptable for the
safety or reliability of the component behavior. There is
much literature devoted to this phenomenon in the field of
mechanics of materials, especially when plasticity is pre-
dominant �2�, but there is also much literature devoted to this
phenomenon in physics of molecular motors. Inspired by the
Smoluchowski–Feynman ratchet �3�, a variety of mecha-
nisms of molecular motors has been suggested �4–10�. The
fundamental condition for the ratchet phenomenon to occur
is that certain symmetries associated with constitutive law or
time variables are broken. These are the cases of the motion
of a particle in a spatially periodic potential with an asym-
metric profile �7�, of the dynamical behavior of a moving
system due to asymmetric dependence of the friction �8�, or
of the modeling of an impact system with a drift �11�. The
dynamics analysis of the elastoplastic ratchet has not been
extensively studied, a recent paper �12� being probably an
exception.

This paper examines the condition to be fulfilled by a
simple asymmetrical elastic perfect oscillator to exhibit dy-
namic ratcheting. The paper also presents some fundamental
phenomena associated with the theory of dynamic shake-
down of elastoplastic structures. Shakedown can be defined
as the capability for the oscillator to converge toward a sta-
tionary elastic regime �stationary regime without plastic

phases�. This property is very important for the structural
system to be guaranteed, in order to achieve reliable engi-
neering design �the reader should refer to �13� for an exten-
sive description of this problem in quasistatic analysis�. It
will be shown that asymmetry of boundary conditions and
material asymmetry lead to an equivalent system for this
simple structural case. Stability of the periodic evolutions is
investigated using classical tools of nonsmooth dynamics
�see, for instance, �14��.

There have been numerous studies on the forced response
of elastoplastic oscillators using a bilinear hysteretic model
�also called linear kinematic hardening rule�. Jacobsen �15�
and Tanabashi �16� are among the earlier investigators study-
ing the forced vibration response of yielding oscillators to
simple pulses and square waves. Caughey �17� obtained an
approximation of the steady-state response of the undamped
bilinear hysteretic oscillator subjected to harmonic pulsation.
Caughey �17� used the method of slowly varying parameters
�based on the works of Kryloff–Bogoliuboff� to approximate
the response and to investigate the stability of the postulated
periodic evolutions. One of the main results of Caughey’s
reference study is that the steady-state response of this oscil-
lator was stable for all the involved parameters. Jennings
�18� or Iwan �19� generalized the results of Caughey �17� by
considering more complex hysteretic models and by adding
some damping. The first considers Ramberg–Osgood’s
model, whereas the second studies a particular hysteretic
model called the double bilinear hysteretic model. More re-
cently, Capecchi �20� studied Bouc’s hysteresis model. It is
not the purpose of this paper to enumerate all hysteresis
models and their dynamics properties. The important point is
that most of these studies use mainly approximate analytical
techniques such as an averaging method �17–19�, harmonic
balance method �21�, or by combining the Fourier transform
and harmonic balance techniques �20�. The latter is probably
one of the most efficient. However, the accuracy of the re-
sults depends, like all harmonic balance techniques, on the
number of harmonics included. These problems become
more prominent if the response contains sharp spikes �i.e.,
due to the sharp change in the restoring force at the elastic-
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plastic boundary� when a large number of harmonics need to
be retained �22�. In the present paper, it is shown that the
dynamics of the elastoplastic oscillator is a forced piecewise
linear system. The dynamics is computed using the time lo-
cating techniques, as initiated by Masri �23� for impact
dampers. The stability analysis is carried out by using a per-
turbation approach, first applied to impact dampers �24�. Due
to the nonsmooth nonlinearities, the stability of the periodic
solution is determined by investigating the asymptotic be-
havior of perturbations to the steady-state periodic solution,
as the usual method involving the classical Floquet theory is
not applicable to such a nonsmooth system. This method,
also called the method of error propagation �22�, needs the
accurate knowledge of the number of junctions to be encoun-
tered during one period. A similar method was applied by
Miller and Butler �25� or Capecchi �26� to the undamped
elastoplastic oscillator. The damped elastoplastic oscillator
was studied by Masri �27�, who investigated the exact
steady-state motion by using the piecewise linear properties
of the nonsmooth dynamical system. Masri �27� extended the
pioneering work of Iwan �28� who also determined the exact
steady-state motion of the undamped system. Coman �29�
questioned the boundedness of trajectories of the damped
elastoplastic oscillator. Dynamics of the damped forced elas-
toplastic oscillator has been recently considered by Liu and
Huang �30� and Challamel and Gilles �31�, who have ob-
tained a closed-form solution of the exact steady-state mo-
tion. Challamel and Gilles �31� have also shown the
asymptotic stability of the symmetrical periodic orbit with
the presented perturbation approach. The dynamics of the
asymmetric Bouc–Wen model is numerically studied by
Song and der Kiureghian �32�. Dynamic ratcheting is
investigated by Ahn et al. �12�, who studied a symmetric
elastoplastic oscillator subjected to a dual-frequency sinu-
soidal excitation.

It is interesting to notice that dynamics of elastoplastic
oscillators, dynamics of friction oscillators, or dynamics of
impact dampers are finally closely connected by similar
analysis techniques due to their nonsmooth nature. The fric-
tion problem is probably the first one to have been investi-
gated using piecewise elastic solutions �33,34�. The method-
ology is exactly the same as for piecewise linear elastic
oscillators �35�. Recent theoretical contributions to the sta-
bility analysis of these periodically forced piecewise linear
oscillators are those of Wiercigroch �36�, Awrejcewicz and
Lamarque �14�, Ji and Leung �37�, Luo and Chen �38�, or
Csernak and Stépàn �39�.

In this paper, the presented perturbation method is applied
to the harmonically excited elastic perfectly plastic oscillator.
In the first part, the dynamic hysteretic system is written as a
nonsmooth, forced autonomous system. It is shown that the
dimension of the phase space can be reduced using adapted
variables. The forced vibration of such an oscillator is treated
by a numerical approach using the time locating technique.
The stability of the limit cycles obtained for a certain range
of structural parameters �damping, force intensity, excitation
frequency, and asymmetric parameter� is then analytically
investigated.

II. EQUATIONS OF MOTION

Let us consider the simple system shown in Fig. 1. A mass

FIG. 1. Description of the elastic perfectly plastic oscillator.

FIG. 2. Plastic incremental law for the inelastic spring; asym-
metrical case: �F+ � � �F−�.

FIG. 3. Alternating plasticity, no ratcheting effect: �=0.1; f0

=0.8; �=0.75; �=0−u0=up0= u̇0=0.

FIG. 4. Ratcheting: �=0.1; f0=0.8; �=0.75; �=0.05−u0=up0

= u̇0=0.
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M is attached to a viscous elastoplastic spring. The inelastic
system is externally excited by a harmonic force F�t� defined
by the intensity F0 and angular frequency �. t is the time and
a superposed dot represents a time differentiation. This os-
cillator is characterized by the displacement U, displacement

rate U̇, and a plastic internal variable, chosen as the plastic
displacement Up. The plastic incremental law is illustrated in
Fig. 2. This is a simple, asymmetrical, elastoplastic perfect
law which depends on three parameters, i.e., the elastic stiff-
ness K0, the maximum force F+, and the minimum force F−.
UY is an elastic characteristic displacement �UY =F+ /K0�.

The damping coefficient is denoted by C �positive param-
eter�.

Two dynamic states can be distinguished. These two

states correspond to a reversible state Ê �or elastic state� and

an irreversible state P̂ �or plastic state� associated with plas-

tic displacement evolution. This plastic state P̂ can be de-

composed into two states P̂+ and P̂−, depending on the sign
of the elastic displacement U−Up. The equation of motion of
the damped elastoplastic oscillator can be written as

�Ê state: MÜ + CU̇ + K0�U − Up� = F�t�; U̇p = 0

P̂+ state: MÜ + CU̇ + F+ = F�t�; U̇p = U̇

P̂− state: MÜ + CU̇ + F− = F�t�; U̇p = U̇

� with F�t� = F0cos �t . �1�

Such oscillators potentially have asymmetrical strength �if �F+ � � �F−��, but the forcing term is symmetrical in this case. Each

state is defined from a partition of the phase space �U , U̇ ,Up�,

�
Ê state: �F− � K0�U − Up� � F+� or ��K0�U − Up� = F+� and �U̇�U − Up� � 0��

or ��K0�U − Up� = F−� and �U̇�U − Up� � 0��

P̂+ state: �K0�U − Up� = F+� and U̇ � 0

P̂− state: �K0�U − Up� = F−� and U̇ � 0

� . �2�

This is clearly a piecewise linear oscillator and a nonsmooth system. This system is very close to the one considered by Wagg
�40�, who studied a nonlinear elastic oscillator with asymmetric thresholds �a bilinear elastic oscillator�. However, in the
present case �an elastoplastic oscillator�, no period doubling bifurcation has been observed for positive damping values.

The dimensionless phase variables are introduced as follows:

�u, u̇,up� = 	 U

UY
,

U̇

UY
,
Up

UY

 . �3�

The time constant of the dynamical system is introduced as

t* =�M

K0
. �4�

New temporal derivatives can be calculated with respect to the dimensionless time parameter 	,

	 =
t

t* . �5�

It means that the dot now represents a time differentiation with respect to dimensionless variable 	. The dimensionless
parameter � can be introduced in order to quantify the asymmetric strength,

F−

F+ = − 1 − � with � 
 0. �6�

� is assumed to be positive such that the strength in compression is greater than the one in tension. Moreover, the dimension
of the phase space can be reduced using the elastic displacement variable

v = u − up. �7�

The new phase space is then reduced to �v , u̇�. This is an important property of this perfectly plastic oscillator. Such a reduction
of the dimension of the phase space would not be possible for the kinematic hardening plastic oscillator, for instance. This
property significantly simplifies the calculations for the investigations of the steady-state motion and for the stability analysis.
It can be remarked that the elastic displacement is nothing else than the constitutive force for the dimensionless dynamical
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system. This reduced phase space was also used by Capecchi �26�, Coman �29�, and Challamel �41�. Thus, the new equivalent
dynamical system is now given by

�Ê state: ü + 2�u̇ + v = f0cos �	; v̇ = u̇

P̂+ state: ü + 2�u̇ + 1 = f0 cos �	; v̇ = 0

P̂− state: ü + 2�u̇ − �1 + �� = f0 cos �	; v̇ = 0� with �
f0 =

F0

F+

� = ��M

K0

� =
C

2�MK0

� , �8�

where � is the damping ratio. Correspondingly, the three states in the �v , u̇� phase space are

�Ê state : �− 1 − � � v � 1� or ��v = 1� and �u̇v � 0�� or ��v = − 1 − �� and �u̇v � 0��

P̂+ state: �v = 1� and u̇ � 0.

P̂− state:�v = − 1 − �� and u̇ � 0.

� �9�

III. EQUIVALENCE WITH THE ASYMMETRIC FORCING

Equivalence between asymmetric forcing and asymmetric strength is now investigated. Let us consider the symmetric
elastic perfectly-plastic oscillator ��=0� with an asymmetrical forcing term,

�Ê state: MÜ + CU̇ + K0�U − Up� = F�t�; U̇p = 0

P̂+ state: MÜ + CU̇ + F+ = F�t�; U̇p = U̇

P̂− state: MÜ + CU̇ − F+ = F�t�; U̇p = U̇

�, with F�t� = F0 cos �t + �F0. �10�

Each state is defined from a partition of the phase space �U , U̇ ,Up�.

�Ê state: ��U − Up� � UY� or ���U − Up� = UY� and �U̇�U − Up� � 0��

P̂+ state: �U − Up = UY� and U̇ � 0

P̂− state: �U − Up = − UY� and U̇ � 0

� . �11�

The dimensionless variables �3�–�5�, �7�, and �8� are used,

�Ê state: ü + 2�u̇ + v = �f0 + f0 cos �	; v̇ = u̇

P̂+ state: ü + 2�u̇ + 1 = �f0 + f0 cos �	; v̇ = 0

P̂− state: ü + 2�u̇ − 1 = �f0 + f0 cos �	; v̇ = 0

�, with �f0 =
�F0

F+ , �12�

with the three states defined by

�Ê state: ��v� � 1� or ���v� = 1� and �u̇v � 0��

P̂+ state: �v = 1� and u̇ � 0

P̂− state: �v = − 1� and u̇ � 0

� . �13�

The following change of variables may be chosen:

�û =
u

1 − �f0

v̂ =
v − �f0

1 − �f0

� and � f̂0 =
f0

1 − �f0

�̂ =
2�f0

1 − �f0

� . �14�

It is not difficult to convert Eq. �12� into
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�Ê state: ü̂ + 2� u̇̂ + v̂ = f̂0 cos �	; v̇̂ = u̇̂

P̂+ state: ü̂ + 2�u̇̂ + 1 = f̂0 cos �	; v̇̂ = 0

P̂− state: ü̂ + 2�u̇̂ − �1 + �̂� = f̂0 cos �	; v̇̂ = 0

� , �15�

with the following definition of each state:

�Ê state: �− 1 − �̂ � v̂ � 1� or ��v̂ = 1� and �u̇̂v̂ � 0�� or ��v̂ = − 1 − �̂� and �u̇̂v̂ � 0��

P̂+ state: �v̂ = 1� and u̇̂ � 0

P̂− state: �v̂ = − 1 − �̂� and u̇̂ � 0

� . �16�

One recognizes in Eqs. �15� and �16� the system of Eqs. �8� and �9� with the new variables. In other words, considering a
strength asymmetry ��F− � � �F+ � � or a forcing asymmetry ��F0�0� is strictly equivalent for this simple structural system. For
the following, the initial dynamic system Eqs. �8� and �9� will be studied.

IV. FORCED VIBRATIONS: ANALYSIS

A. Governing equations

As for general piecewise linear oscillators, solutions of the periodically forced oscillator Eq. �8� are known explicitly for
each state. The initial conditions at the beginning of each state are written by

�v�	i�, u̇�	i�� = �vi, u̇i� . �17�

The solution to the Ê state can be calculated as

v�	� = 	cos��1 − �2�	 − 	i��	vi − f0
�1 − �2�cos��	i� + 2�� sin��	i�

�1 − �2�2 + 4�2�2 

+ sin��1 − �2�	 − 	i��	vi� + u̇i

�1 − �2
+ f0

− ��1 + �2�cos��	i� + ��1 − �2 − 2�2�sin��	i�
�1 − �2��1 − �2�2 + 4�2�2�

�
�e−��	−	i� + f0

�1 − �2�cos��	� + 2�� sin��	�
�1 − �2�2 + 4�2�2 �18�

u̇�	� = �	cos��1 − �2�	 − 	i��	u̇i + f0	− 2�2� cos��	i� + ��1 − �2�sin��	i�
�1 − �2�2 + 4�2�2 


+ sin��1 − �2�	 − 	i��	−
vi + u̇i�

�1 − �2
+ f0

cos��	i��2�2�2 + 1 − �2� + sin��	i�����1 + �2��
�1 − �2��1 − �2�2 + 4�2�2�


�
�e−��	−	i� + �f0

2�� cos��	� − �1 − �2�sin��	�
�1 − �2�2 + 4�2�2

The solution to the P̂ state can be calculated as

�v�	� = vi = 1 or v�	� = vi = − 1 − �

u̇�	� = 	u̇i +
vi

2�
− f0

2� cos��	i� + � sin��	i�
4�2 + �2 
e−2��	−	i� −

vi

2�
+ f0

2� cos��	� + � sin��	�
4�2 + �2 � �19�

Piecing together these known solutions is not directly possible, however, since the time of flight in each region �each state�
cannot be found in closed-form solution for the forced oscillator. The method of locating events is used in the integration
process �see, for instance, �42��. For the initial conditions specified, the computer solves the crossing time 	i+1 using a simple
Newton–Raphson method. The nonlinear equation to be solved is given by Eq. �18� when the initial state is elastic:

v�	i+1� = 1 or v�	i+1� = − 1 − � , �20�

whereas the nonlinear equation to be solved is given by Eq. �19� when the initial state is plastic,
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u̇�	i+1� = 0. �21�

The new time 	i+1 is used for the equation of motion in the
new region encountered. This method is considerably more
accurate than usual numerical solutions of ordinary differen-
tial equations, the only approximation being made on the
calculation of the crossing time.

B. Numerical analysis

The numerical analysis is performed for strictly positive
damping ratios ��
0�. All trajectories tend toward periodic
orbits, which can be viewed as “limit cycles” in the �v , u̇�
space. These “limit cycles” do not depend on initial condi-
tions. In reality, the periodic orbits are completely character-
ized in the �v , u̇ ,	� space. Numerical simulations show that
these periodic orbits are asymptotically stable for all pertur-
bations. In this sense, the behavior of the damped elastoplas-
tic oscillator is much simpler than the one of the undamped
one, which does not possess this fundamental property �see
�41��. The period of these limit cycles is equal to 2 /�. The
shape of these limit cycles depends on the values of the
structural parameters �f0 ,� ,� ,��. Shakedown �elastic sta-
tionary evolutions� is described by a smooth limit cycle,
whereas alternating plasticity is depicted by nonsmooth
cycles. It means that these two basic phenomena can be dif-
ferentiated by simple geometrical arguments in the phase
space. Moreover, in the asymmetric case ���0�, all the limit

cycles involving plastic phases are asymmetrical cycles �no
central symmetry with respect to the origin point�. As a con-
sequence of this lack of symmetry, the periodic nature in the
reduced space �v , u̇� leads to the divergence in the initial
space �u ,up , u̇�. Ratcheting is then observed in the asymmet-
ric case ���0�, whereas alternating plasticity with bounded
evolutions is observed in the symmetric case ��=0� �see
Figs. 3 and 4�. As a consequence, the shakedown boundary is
also a dynamic ratcheting boundary for the asymmetric case.

The equation of the limit cycle in the shakedown area is
obtained from Eq. �18� by considering only the stationary
term,

�v�	� = f0
�1 − �2�cos��	� + 2�� sin��	�

�1 − �2�2 + 4�2�2

u̇�	� = �f0
2�� cos��	� − �1 − �2�sin��	�

�1 − �2�2 + 4�2�2

� . �22�

This is a centered ellipse whose equation is given by

v2

a2 +
u̇2

b2 = 1, with a =
f0

��1 − �2�2 + 4�2�2
and b = a� .

�23�

The equation of the limit cycle at the boundary between
shakedown and alternating plasticity is obtained when the

FIG. 5. Boundary between elastoplastic shakedown and dy-
namic ratcheting in the space �� , f0�; �� �0,0.1,0.2,0.3�; �
0.

FIG. 6. Elastoplastic shakedown: �=0.1; f0=0.4; �=0.75; �
=0.2.

FIG. 7. Determination of the characteristic times for the �1,1�
periodic orbit: �=0.1; f0=0.5; �=0.75; �=0.2.

FIG. 8. Determination of the characteristic times for the �1, 2�
periodic orbit: �=0.1; f0=0.6; �=0.75; �=0.2.
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ellipse parameter a is equal to 1 in Eq. �23�, i.e.,

f0 = ��1 − �2�2 + 4�2�2. �24�

In this case, the equation of the ellipse which is tangent to
the axis v=1 is reduced to

v2 +
u̇2

�2 = 1. �25�

This boundary between shakedown and alternating plasticity
was already investigated by Liu and Huang �30� or Chal-
lamel �31� for the symmetrical oscillator. In case of the un-
damped system, Eq. �24� can be simplified by

f0 = �1 − �2� . �26�

The boundary �24� is graphically represented in Fig. 5. The
periodic alternating plasticity motion can be classified, as for
instance by Awrejcewicz and Lamarque �14�, for mechanical
systems with impacts. We will call �n ,k� periodic solution of
period nT with k plastic phases per cycle, where T
= �2 /�� is the period of the external excitation. Within this
classification, most of the simulations exhibit stable �1,1� or
�1,2� periodic solutions. The shakedown orbit is represented
in Fig. 6, whereas the �1,1� and �1,2� periodic orbits are
shown in Figs. 7 and 8. The boundary between the �1,1� and

the �1,2� periodic region is represented in Fig. 9 ��=0.02;
�=0.2�. With the parameters of interest, only �1,0�, �1,1�,
and �1,2� periodic orbits have been observed for � greater
than 0.3. However, �1,n� periodic orbits have been captured
for smaller angular frequencies, with n greater than 2. For
instance, �1,3� periodic orbit is shown in Fig. 10, �1,4� pe-
riodic orbit in Fig. 11, �1,5� periodic orbit in Fig. 12, and
�1,6� periodic orbit in Fig. 13. The bifurcation diagram of
Fig. 14 highlights the transition between each type of peri-
odic orbit. It can be noticed that the fundamental difference
with the bifurcation diagram of the symmetrical case ��=0�
is that the number of plastic phases can be even or odd when
��0. The following part is focused on the characterization
of the most common periodic solutions, the �1,1� and the
�1,2� periodic orbits, according to their stability properties.

V. FORCED VIBRATIONS: CLOSED-FORM SOLUTION
OF THE (1,1) PERIODIC ORBIT

The existence and uniqueness of a periodic �1,1� solution
is treated in this part. The methodology is based on the fact
that the duration in each phase �one elastic phase and one
plastic phase� is exactly equal to the period of the cycle,

	2�	0� − 	0 =
2

�
, �27�

where 	0 is the time at the beginning of the elastic phase

following the plastic phase P̂+, 	1 is the time at the end of

FIG. 9. Boundary between the �1,0�, �1,1�, and the �1,2� peri-
odic orbit: �=0.02; �=0.2.

FIG. 10. �1,3� periodic orbit: �=0.065; �=0.02; f0=2;
�=0.2.

FIG. 11. �1,4� periodic orbit: �=0.05; �=0.02; f0=2;
�=0.2.

FIG. 12. �1,5� periodic orbit: �=0.03; �=0.02; f0=2;
�=0.2.
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this elastic phase, and 	2 is the time at the end of the plastic

phase P̂+ �see Fig. 7�. The most general method needs the
resolution of the following nonlinear system of three func-
tions, defined by Eqs. �18� and �19�:

�
Ê state: v�	0,	1� = 1; u̇1 = u̇�	0,	1�

P̂+ state: u̇�	1,	2, u̇1� = 0

	2 − 	0 =
2

�

� . �28�

This system can simply be reduced to two nonlinear
functions,

�Ê state: v�	0,	1� = 1; u̇1 = u̇�	0,	1�

P̂+ state: u̇		1,	0 +
2

�
, u̇1
 = 0

� , �29�

which can be expressed by

cos��1 − �2�	1 − 	0��	1 − f0
�1 − �2�cos��	0� + 2�� sin��	0�

�1 − �2�2 + 4�2�2 

+ sin��1 − �2�	1 − 	0��	 �

�1 − �2
+ f0

− ��1 + �2�cos��	0� + ��1 − �2 − 2�2�sin��	0�
�1 − �2��1 − �2�2 + 4�2�2�


�e−��	1−	0�

+ f0
�1 − �2�cos��	1� + 2�� sin��	1�

�1 − �2�2 + 4�2�2 = 1

	u̇1�	0,	1� +
1

2�
− f0

2� cos��	1� + � sin��	1�
4�2 + �2 
e−2��	0+ 2�

�
−	1� −

1

2�
+ f0

2� cos��	0� + � sin��	0�
4�2 + �2 = 0

with

u̇1 = �	cos��1 − �2�	1 − 	0��f0	− 2�2� cos��	0� + ��1 − �2�sin��	0�
�1 − �2�2 + 4�2�2 


+ sin��1 − �2�	1 − 	0��	 − 1
�1 − �2

+ f0
cos��	0��2�2�2 + 1 − �2� + sin��	0�����1 + �2��

�1 − �2��1 − �2�2 + 4�2�2�

�

�e−��	1−	0� + �f0
2�� cos��	1� − �1 − �2�sin��	1�

�1 − �2�2 + 4�2�2 , �30�

FIG. 13. �1,6� periodic orbit: �=0.04; �=0.02; f0=2;
�=0.2. FIG. 14. Bifurcation diagram: �=0.02; f0=2; �=0.2.
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It is possible to write the complex system Eq. �29� as

�Â cos��	0� + B̂ sin��	0� = Ĉ

D̂ cos��	0� + Ê sin��	0� = F̂
� , �31�

where the coefficients Â, B̂, Ĉ, D̂, Ê, and F̂ depend on the
structural parameters �� ,� , f0� but also on the time variable
ȳ=	1−	0 �see Appendix A�. As remarked by Liu and Huang
�30� for the symmetrical oscillator, this system can be
merged into one single nonlinear equation of ȳ,

�ĈD̂ − ÂF̂�2 + �ĈÊ − B̂F̂�2 = �ÂÊ − B̂D̂�2. �32�

The time 	0 follows from the computation of the trigono-
metrical equation

�cos��	0� =
ĈÊ − B̂F̂

ÂÊ − B̂D̂

sin��	0� =
− ĈD̂ + ÂF̂

ÂÊ − B̂D̂

� if ÂÊ − B̂D̂ � 0. �33�

For the �1,1� solution, one also has to verify some inequali-
ties �see the discussion in �31��,

Ê state: ∀ 	 � �	0,	1�,− 1 − � � v�	� � − 1

and

P̂+ state: ∀ 	 � �	1,	2�, u̇�	� � 0. �34�

VI. STABILITY ANALYSIS OF THE (1,1) PERIODIC
ORBIT

The stability analysis of the �1,1� periodic orbit is based
on a perturbation technique introduced by Masri and
Caughey �24�.

��	0

�v0

�u̇0
� → ��	1

�v1

�u̇1
� → ��	2

�v2

�u̇2
�

with

�v0 = �u̇0 = �v1 = �v2 = �u̇2 = 0. �35�

The following matrices A and B can be introduced for the
propagation of errors:

��	1

�v1

�u̇1
� = �A11 A12 A13

A21 A22 A23

A31 A32 A33
���	0

�v0

�u̇0
�

and

��	2

�v2

�u̇2
� = �B11 B12 B13

B21 B22 B23

B31 B32 B33
���	1

�v1

�u̇1
� . �36�

Equations �35� and �36� lead to the scalar equation

�	2 = R�	0 with R = A11B11 + A31B13. �37�

The value of R determines the stability of the solution �24�.
The �1,1� solution is asymptotically stable if the modulus of
R is less than unity. If the modulus of R is greater than one,
the solution is unstable. A bifurcation may occur when the
modulus takes the value of unity. The coefficients that appear
in the calculation of R are given in Appendix B. R can be
finally simplified in

R = e−��	0−	1+ 4
� ��cos��1 − �2�	1 − 	0��

−
�

�1 − �2
sin��1 − �2�	1 − 	0��� . �38�

In the case of the undamped system, this coefficient is re-
duced to

�R�� = 0�� = �cos�	1 − 	0�� � 1. �39�

Generally, �R� is strictly less than unity �	1�	0+n�. This
means that the �1,1� periodic orbit �when it exists� is always
asymptotically stable for the undamped system. It can be
numerically checked that Eq. �38� leads to the same conclu-
sion for the damped system.

VII. STABILITY ANALYSIS OF THE (1, 2) PERIODIC
ORBIT

This �1,2� periodic orbit is characterized by four crossing
times �see Fig. 8�. 	0 is the time at the beginning of the

elastic phase following the plastic phase P̂−, 	1 is the time at
the end of this elastic phase, 	2 is the time at the end of the

plastic phase P̂+, 	3 is the time at the beginning of the plastic

phase P̂+, and 	4 is the time at the end of this plastic phase.
As the motion is periodic, one has

	4�	0� − 	0 =
2

�
. �40�

The most general method needs the resolution of a nonlinear
system of five functions, defined by Eqs. �18� and �19�:

�
Ê state:v�	0,	1� = 1; u̇1 = u̇�	0,	1�

P̂+ state:u̇�	1,	2, u̇1� = 0

Ê state:v�	2,	3� = 1; u̇3 = u̇�	2,	3�

P̂− state:u̇�	3,	4, u̇3� = 0

	4 − 	0 =
2

�

� . �41�

Once this system is numerically solved, the stability analysis
of the �1,2� periodic orbit is similar to the one developed for
the �1,1� periodic orbit. The amplification factor Ri ; i
� �1,2� may be introduced from

�	2 = R��	0 and �	4 = R��	2. �42�

The stability analysis depends on the value of R,
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�	4 = R�	0 with R = R�R�. �43�

The calculation of R is detailed in Appendix C and leads to

R = e−2��	4−	3+	2−	1�e−��	3−	2+	1−	0��− cos��1 − �2�	3 − 	2��

+
�

�1 − �2
sin��1 − �2�	3 − 	2����− cos��1 − �2�	1 − 	0��

+
�

�1 − �2
sin��1 − �2�	1 − 	0��� . �44�

In the case of the undamped system ��=0�, the amplification
factor is reduced to

R = �cos�	3 − 	2���cos�	1 − 	0�� . �45�

Equation �45� clearly indicates that the modulus of R is less
than unity. This new result means that the asymmetrical
�1,2� periodic orbit is asymptotically stable for the un-
damped system. It can be numerically checked that Eq. �45�
leads to the same conclusion for the damped system. The
variation of R with respect to � is given in Fig. 15, which
confirms the asymptotic stability property.

VIII. RATCHETING: RATE OF DIVERGENCE

When ratcheting prevails, it is interesting to quantify the
divergence rate to characterize the route to collapse. Let us

introduce the divergence factor ū̇ �mean value of the rate of
displacement�

ū̇ =
1

T
�

	0

	0+T

u̇�	�d	 . �46�

In the case of �1,2� periodic orbits, the divergence factor can
be written as

ū̇ =
�

2
�u�	4� − u�	0�� . �47�

The integral calculation may be decomposed into the follow-
ing four parts:

ū̇ =
�

2�	0

	1

u̇�	�d	 + �
	1

	2

u̇�	�d	 + �
	2

	3

u̇�	�d	

+ �
	3

	4

u̇�	�d	� . �48�

In the elastic phases, the integral may be easily simplified by

�
	0

	1

u̇�	�d	 = �
	0

	1

v̇�	�d	 = v�	1� − v�	0� = 2 + � �49�

and

�
	2

	3

u̇�	�d	 = v�	3� − v�	2� = − �2 + �� .

Finally, the determination of the divergence rate ū̇ needs only
the calculation of the two integral terms

ū̇ =
�

2�	1

	2

u̇�	�d	 + �
	3

	4

u̇�	�d	� , �50�

where only the plastic phases control the evolution of u̇,
given by Eq. �19�. The calculation leads to the following
result:

ū̇ = −
�

4�
�e−2��	2−	1� − 1�	u̇1 +

1

2�

− f0
2� cos��	1� + � sin��	1�

4�2 + �2 
 −
�

4�
�	2 − 	1�

+
f0

4�2 + �2� �


�sin��	2� − sin��	1�� −

�

2
�cos��	2�

− cos��	1��� −
�

4�
�e−2��	4−	3� − 1�	u̇3 −

1 + �

2�

− f0
2� cos��	3� + � sin��	3�

4�2 + �2 
 + �1 + ��
�

4�
�	4 − 	3�

+
f0

4�2 + �2� �


�sin��	4� − sin��	3�� −

�

2
�cos��	4�

− cos��	3��� . �51�

Equation �51� can be directly expressed in terms of the time
characteristics �	1 ,	2 ,	3 ,	4�.

ū̇ = −
�

4�
�1 − e2��	2−	1��	 1

2�
− f0

2� cos��	2� + � sin��	2�
4�2 + �2 


−
�

4�
�	2 − 	1� +

f0

4�2 + �2� �


�sin��	2� − sin��	1��

−
�

2
�cos��	2� − cos��	1��� −

�

4�
�1 − e2��	4−	3��

�	−
1 + �

2�
− f0

2� cos��	4� + � sin��	4�
4�2 + �2 
 + �1

FIG. 15. Stability of the �1, 2� periodic orbit: �=0.02; f0=2; �
=0.2.
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+ ��
�

4�
�	4 − 	3� +

f0

4�2 + �2� �


�sin��	4� − sin��	3��

−
�

2
�cos��	4� − cos��	3��� �52�

It is easy to verify from Eq. �52� that no ratcheting prevails
for the symmetrical system with positive damping values
�31�.

� = 0 ⇒ �	4 = 	2 +


�

	3 = 	1 +


�

� ⇒ ū̇ = 0. �53�

The divergence factor ū̇ is computed from Eq. �52� as a
function of the asymmetric parameter � �see Fig. 16�. Figure

16 shows that the displacement rate ū̇ increases as � in-
creases, and the proportionality rule may constitute a good
approximation for sufficiently small values of �,

ū̇ � � . �54�

Moreover, a threshold effect of ratcheting phenomenon is
highlighted for sufficiently large values of �, where the rate
of divergence does not depend anymore on the asymmetric
parameter � �see Fig. 17�. This threshold effect is linked to
the transition between the �1,2� periodic orbit to the �1,1�

periodic orbit. In case of �1,1� periodic orbit, the divergence

factor ū̇ is calculated from

ū̇ = −
�

4�
�1 − e2��	2−	1��	 1

2�
− f0

2� cos��	2� + � sin��	2�
4�2 + �2 


−
�

4�
�	2 − 	1� +

f0

4�2 + �2� �


�sin��	2� − sin��	1��

−
�

2
�cos��	2� − cos��	1��� . �55�

In this case �for sufficiently large values of ��, the divergence
factor does not depend on �. From a general point of view,
when the ratcheting threshold is not reached, ratcheting di-
vergence is more pronounced for a highly asymmetrical os-
cillator. This result can be analyzed in the light of other
mechanical studies devoted to ratcheting phenomenon,
linked to an asymmetrical forcing term. Asymmetrical forc-
ing may be mainly subdivided into two categories: the asym-
metrical forcing term may provide from a drift, like in Pav-
lovskaia et al. �11� or in the present study ��f0�0�; the
asymmetrical forcing term may also provide from a periodi-
cal asymmetrical forcing term, as in Ahn et al. �12�. It can be
interesting to investigate this last case, constituted of a sym-
metric elastoplastic oscillator subjected to a dual-frequency
sinusoidal excitation. The forcing term may be written as
�which is more restrictive than the general cases treated in
�12��

f�	� = f0cos �	 + f1cos n�	, with n integer. �56�

It is easy to verify that

f̄ =
1

T
�

0

T

f�	�d	 = 0. �57�

f is periodical with period T=2 /�. However, the following
symmetry property is not systematically verified �see �9��:

f		 +
T

2

 = − f�	� . �58�

The result follows:

�n = 2p ⇒ f		 +
T

2

 � − f�	�

n = 2p + 1 ⇒ f		 +
T

2

 = − f�	�

�, with p integer.

�59�

The simple result is finally obtained outside the shakedown
area

�n = 2p ⇒ ratchet

n = 2p + 1 ⇒ no ratchet
� . �60�

These results are confirmed by the simulations of Ahn et al.
�12�. The case of n odd prevents the ratcheting phenomenon.
On the opposite, dynamic ratcheting may develop when the
ratio of applied frequency is an even number.

FIG. 16. Evolution of the divergence factor ū̇ versus the asym-
metrical parameter �: �=0.1; f0=0.8; �=0.75.

FIG. 17. Evolution of the divergence factor ū̇ versus the asym-
metrical parameter �. Threshold effect for the ratcheting phenom-
enon: �=0.1; f0=0.8; �=0.75.
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Finally, a simple conclusion may be illustrated by the
comparison of Fig. 18. The symmetric configuration is stabi-
lizing �symmetry of loading, or symmetry of strength do-
main�. On the contrary, asymmetrical configuration generally
leads to dynamic ratcheting, or incremental collapse, that is,
divergence of the displacement parameter. This principle
may lead to some counterintuitive conclusions �the increase
of the strength domain may destabilize a structural system
�see Fig. 18�, which is of course not true for a static system,
described by classical limit analysis tools�. It can be added at
this stage that the influence of the mean force �drift term �f0�
has already been quantified by Goodman in quasistatic
analysis �see, for instance, �1�� in order to define a fatigue
criterion. Authors think that such an additional term plays a
crucial role for dynamic analysis as well. The symmetry
property �especially the strength symmetry�, concentrated
into the parameter � in the present study, has certainly to be
taken into account, as an additional parameter, in the philoso-
phy of seismic design.

IX. CONCLUSIONS

This paper is devoted to the stability and the dynamics of
a harmonically excited damped elastic perfectly plastic

asymmetrical oscillator. The hysteretical system is written as
a nonsmooth forced system. It is shown that the dimension of
the phase space can be reduced using adapted variables �elas-
tic displacement and displacement rate�. The forced vibra-
tions of such an oscillator are treated by numerical approach
by using the time locating techniques. The boundary between
shakedown and dynamic ratcheting is obtained and is similar
to the one of the symmetrical system. Periodic orbits with
one plastic phase per cycle or two plastic phases per cycle
are then analytically characterized. The stability of the limit
cycles is analytically investigated with a perturbation ap-
proach. Finally, the rate of divergence �in the case of dy-
namic ratcheting� is corroborated to the asymmetric param-
eter. This means that the ratcheting divergence is more
pronounced for a highly asymmetrical oscillator.

As a main lesson of such a constitutive model, one can
keep in mind that the symmetric configuration is a stabilizing
factor �symmetry of loading or symmetry of strength do-
main�. On the contrary, asymmetrical configuration generally
leads to dynamic ratcheting, or incremental collapse, that is,
divergence of the displacement parameter. This principle
may lead to some counterintuitive conclusions �the increase
of the strength domain may destabilize a structural system,
which is of course not true for a static system, described by
classical limit analysis tools�. The symmetry property, con-
centrated into the parameter � in the present study, has cer-
tainly to be taken into account as an additional parameter in
the philosophy of seismic design.

APPENDIX A: TIME CHARACTERISTICS OF THE (1,1)
PERIODIC ORBIT

The system Eq. �31� characterizes the time parameters of
the �1,1� periodical solution,

�Â cos��	0� + B̂ sin��	0� = Ĉ

D̂ cos��	0� + Ê sin��	0� = F̂
�, and ȳ = 	1 − 	0. �31��

The constants of system Eq. �31��, denoted by Â, B̂, Ĉ, D̂, Ê,

and F̂, are given below:

Â =
f0

�1 − �2�2 + 4�2�2�− �1 − �2�e−�ȳcos��1 − �2ȳ� −
�

�1 − �2
�1 + �2�e−�ȳsin��1 − �2ȳ�

+ �1 − �2�cos��ȳ� + 2�� sin��ȳ�
� �A1�

B̂ =
f0

�1 − �2�2 + 4�2�2�− 2��e−�ȳcos��1 − �2ȳ� +
��1 − �2 − 2�2�

�1 − �2
e−�ȳsin��1 − �2ȳ�

− �1 − �2�sin��ȳ� + 2�� cos��ȳ�
� �A2�

Ĉ = 1 − e−�ȳcos��1 − �2ȳ� −
�

�1 − �2
e−�ȳsin��1 − �2ȳ� �A3�

FIG. 18. Comparison of two strength domains, leading to
bounded �case B� or unbounded evolutions �case A�, outside the
shakedown area.
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D̂ = −
f0

4�2 + �2�− 2� + �2� cos��ȳ� + � sin��ȳ��e−2��2
�

−ȳ��

+
f0e−2��2

�
−ȳ�

�1 − �2�2 + 4�2�2�− 2�2�e−�ȳcos��1 − �2ȳ� +
2�2�2 + 1 − �2

�1 − �2
e−�ȳsin��1 − �2ȳ�

+ 2�2� cos��ȳ� − ��1 − �2�sin��ȳ�
� �A4�

Ê = −
f0

4�2 + �2�− � + ��cos��ȳ� − 2� sin��ȳ��e−2��2
�

−ȳ��

+
f0e−2��2

�
−ȳ�

�1 − �2�2 + 4�2�2���1 − �2�e−�ȳcos��1 − �2ȳ� +
���1 + �2�

�1 − �2
e−�ȳsin��1 − �2ȳ�

− 2�2�sin��ȳ� − ��1 − �2�cos��ȳ�
� �A5�

F̂ =
1

2�
�1 − e−2���2/��−ȳ�� + e−2���2/��−ȳ�sin��1 − �2ȳ�

�1 − �2
�A6�

APPENDIX B: DETERMINATION OF THE COEFFICIENTS FOR THE STABILITY ANALYSIS
– (1,1) PERIODIC ORBIT

The first coefficient to be determined is A11, defined by,

�	1 = A11�	0. �B1�

In the elastic regime, evolution of v is given by Eq. �26�, which can be written as

v�	0,	� = e−��	−	0��A1cos��1 − �2�	 − 	0�� + B1sin��1 − �2�	 − 	0��� + C1cos �	

+ D1sin �	 with �
A1 = 1 − C1cos �	0 − D1sin �	0

B1 =
A1� + C1� sin �	0 − D1� cos �	0

�1 − �2

C1 = f0
1 − �2

�1 − �2�2 + 4�2�2

D1 = f0
2��

�1 − �2�2 + 4�2�2

� . �B2�

A perturbation approach is used

�v�	0,	1� = 1

v�	0 + �	0,	1 + �	1� = v�	0,	1� + �	0
�v�	0,	1�

�	0
+ �	1

�v�	0,	1�
�	1

= 1
� . �B3�

The second equation of �B3� leads to the determination of A11

A11 = −

�v�	0,	1�
�	0

�v�	0,	1�
�	1

. �B4�

A11 is finally calculated as

A11 =
1 − f0cos �	0

u̇1
�1 − �2

e−��	1−	0�sin��1 − �2�	1 − 	0�� , �B5�

where u̇1 is the displacement rate at the end of the elastic phase. u̇1 can be expressed by
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u̇1 = e−��	1−	0���− �A1 + B1
�1 − �2�cos��1 − �2�	1 − 	0�� + �− �B1 − A1

�1 − �2�sin��1 − �2�	1 − 	0��� − C1� sin �	1

+ D1� cos �	1. �B6�

It is easy moreover to expand this term

�u̇1 =
� u̇1�	0,	1�

�	0
�	0 +

� u̇1�	0,	1�
�	1

�	1. �B7�

The term A31 can be deduced

A31 =
� u̇1�	0,	1�

�	0
+ A11

� u̇1�	0,	1�
�	1

. �B8�

The terms of Eq. �B8� are detailed below:

� u̇1�	0,	1�
�	1

= − 1 − 2�u̇1 + f0cos �	1 �B9�

and

� u̇1�	0,	1�
�	0

= �1 − f0cos �	0�e−��	1−	0��cos��1 − �2�	1 − 	0�� −
�

�1 − �2
sin��1 − �2�	1 − 	0��� �B10�

The same reasoning can be applied to the determination of B11 and B13, obtained from the function u̇2�u̇1 ,	1 ,	2�

u̇2�u̇1,	1,	2� = B2e−2��	2−	1� + C2cos �	2 + D2sin �	2 −
1

2�
, with �

C2 = f0
2�

�2 + 4�2

D2 = f0
�

�2 + 4�2

B2 = u̇1 +
1

2�
− C2cos �	1 − D2sin �	1

� . �B11�

The perturbation approach leads to

B11 = −

� u̇2�u̇1,	1,	2�
�	1

� u̇2�u̇1,	1,	2�
�	2

and B13 = −

� u̇2�u̇1,	1,	2�
� u̇1

� u̇2�u̇1,	1,	2�
�	2

.

�B12�

These terms are calculated as following

B11 =
e−2��	2−	1�

1 − f0cos �	0
�1 + 2�u̇1 − f0cos �	1� �B13�

and

B13 =
e−2��	2−	1�

1 − f0cos �	0
.

Some simplification occurs by noticing that

B11 = − B13
� u̇1�	0,	1�

�	1
. �B14�

R is then simplified by

R = B13
� u̇1�	0,	1�

�	0
= e−��	0−	1+ 4

� ��cos��1 − �2�	1 − 	0��

−
�

�1 − �2
sin��1 − �2�	1 − 	0��� . �B15�

APPENDIX C: DETERMINATION OF THE
COEFFICIENTS FOR THE STABILITY ANALYSIS – (1,2)

PERIODIC ORBIT

As in Appendix B, the first coefficient to be determined is
A11� defined by

�	1 = A11� �	0 with A11� = −

�v�	0,	1�
�	0

�v�	0,	1�
�	1

. �C1�

A11� is finally calculated as

CHALLAMEL et al. PHYSICAL REVIEW E 75, 026204 �2007�

026204-14



A11� =
�1 + �� + f0cos �	0

u̇1
�1 − �2

e−��	1−	0�sin��1 − �2�	1 − 	0�� ,

�C2�

where u̇1 is the displacement rate at the end of the elastic
phase.

The term A31� can be deduced from

A31� =
� u̇1�	0,	1�

�	0
+ A11�

� u̇1�	0,	1�
�	1

. �C3�

The terms of Eq. �C3� are detailed below:

� u̇1�	0,	1�
�	1

= − 1 − 2�u̇1 + f0cos �	1 �C4�

and

� u̇1�	0,	1�
�	0

= ��1 + �� + f0cos �	0�e−��	1−	0��− cos��1 − �2�	1

− 	0�� +
�

�1 − �2
sin��1 − �2�	1 − 	0��� �C5�

The same reasoning can be applied to the determination of
B11� and B13� , obtained from the function u̇2�u̇1 ,	1 ,	2�.

B11� = −

� u̇2�u̇1,	1,	2�
�	1

� u̇2�u̇1,	1,	2�
�	2

and B13� = −

� u̇2�u̇1,	1,	2�
� u̇1

� u̇2�u̇1,	1,	2�
�	2

�C6�

These terms are calculated as following

B11� =
e−2��	2−	1�

1 − f0cos �	2
�1 + 2�u̇1 − f0cos �	1� �C7�

and

B13� =
e−2��	2−	1�

1 − f0cos �	2
.

R� is calculated from

R� = B11� A11� + B13� A31� . �C8�

Equation �C8� is detailed below:

R� = e−2��	2−	1�e−��	1−	0� �1 + �� + f0cos �	0

1 − f0cos �	2
�− cos��1 − �2�	1

− 	0�� +
�

�1 − �2
sin��1 − �2�	1 − 	0��� . �C9�

The particular case of �=0 and 	2=	0+ � /�� leads to the
following value of R� �symmetrical case �31��:

R� = e−��	0−	1+ 2
� ��− cos��1 − �2�	1 − 	0��

+
�

�1 − �2
sin��1 − �2�	1 − 	0��� . �C10�

The calculation of R� is similar to the one of R�, given in Eq.
�C9�

R� = e−2��	4−	3�e−��	3−	2� 1 − f0cos �	2

�1 + �� + f0cos �	4

��− cos��1 − �2�	3 − 	2�� +
�

�1 − �2

�sin��1 − �2�	3 − 	2��� . �C11�

For the same reasons, the particular case of �=0 leads to the
simple result

R� = R�. �C12�

Finally, in the general case ���0�, the amplification factor R
�R=R�R�� is equal to

R = e−2��	4−	3+	2−	1�e−��	3−	2+	1−	0��− cos��1 − �2�	3 − 	2��

+
�

�1 − �2
sin��1 − �2�	3 − 	2����− cos��1 − �2�	1 − 	0��

+
�

�1 − �2
sin��1 − �2�	1 − 	0��� . �C13�
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